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Abstract

Competitive balance can be measured using standardized indexes, such as the Herfindahl-Hirschman index (HHI). The standardized HHI calculus is based on knowing the maximum value of HHI. This value corresponds to the minimum value of the competitive balance. Measuring competitive balance is affected by the scoring system used. There are competitions that have scoring systems that do not award twice as many points for winning as they award for ties. In this case, the scores distribution representative of the minimum competitive balance is unstable because the total points at the end of the championship can vary. This issue has been addressed by reconstructing the results obtained in leagues. Nevertheless, this solution generates cardinal and ordinal negative effects, that we verify for the major European soccer leagues over twenty seasons.

The aim of this article is to redefine the perfectly unbalanced distribution in order to construct a new one that generates the maximum level of concentration: we call this *truncated-cascade distribution*. Thus, we show that the instability problem does not involve recalculating the scoring based on the results.

The minimum value of competitive balance is generated by a *truncated-cascade distribution* of results at a level that can be previously calculated. Thus, we calculate the cut-off point of the *truncated-cascade distribution* using a 5-grade polynomial equation obtained by recurrent calculation. Besides, we provide the cut-off points and maximum HHI values for leagues with different number of teams.
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1. Introduction

Competitive balance (CB) is a basic and current concept in sports economics that indicates the degree of control exerted by certain teams owing to their performance quality. Before a championship begins, the CB is based on the available information on the strengths of the different teams, whereas at the end the CB is based on the results. Although the theory differentiates these approaches, the CB is calculated using ex-post analysis, where the distribution of the results is represented by a number.

The CB is conceptually related to concentration. This concept is used in industrial economics to denote a variable that represents the structure of the markets based on the distribution of the size of the firms. This variable indicates the degree of control over economic activities exerted by large firms. The degree of control reaches its minimum value if all the firms are the same size, whereas it reaches its highest values if only a few firms form the bulk of the market. Monopoly would be the extreme case.

Similarly, in the setting of sports, the CB reaches its maximum value if all the teams that participate in a given tournament achieve the same result, whereas it is at its minimum value if only few teams dominate the league. Therefore, there is an inverse relationship between CB and concentration.

Andreff (2015); Larsen, Fenn & Spenner (2006); and Zimbalist (2002 among others, provided a broad panorama of the literature on the concept of CB and its empirical application. They proposed diverse indexes for measuring the CB. Particularly, we use the Herfindahl-Hirschman index that is a well-know concentration index and widely used in practice.

Most of these indexes incorporate characteristics that are typical of sporting competitions. In a competition, there are aspects that influence the measurements of the CB and restrain the theoretical range of the indexes, leading to their standardization. Among such aspects, we emphasise the following: (i) the number of teams in the competition; (ii) the inability of any team to reach a monopoly position; and (iii) the scoring system used.

Competitions such as the major European soccer leagues have scoring systems that do not award twice as many points for winning as they award for ties. In this case, the scores distribution representative of the minimum CB is unstable because the total points at the end
of the championship can vary. This issue has been addressed by reconstructing the results obtained in leagues with a pattern that complies the stability condition, which is that the sum of points at the end of the championship does not vary. This solution generates cardinal and ordinal negative effects as we show below.

In this article, we have made a contribution on the minimum value of CB, generated by a distribution which is known as perfectly unbalanced (PUD). This distribution, that represents the most imperfect competitive balance, has been called by the literature as the least balanced, the most unequal or the imperfect competitive balance distribution. This is the distribution that generates the highest value that the Herfindahl-Hirschman index can reach.

We advocate the calculation of the minimum value of the CB in advance of the start of competitions. This novel approach avoids recalculating the results whenever the scoring system does not fulfil the stability condition (Pawlowski, Breuer & Hovemann, 2010; Gayant & Le Pape, 2015). Therefore, this approach prevents the results, both cardinal and ordinal from being affected.

The rest of the article is structured as follows: In the second Section, we present the main aspects specific to the calculation of CB and we discuss the impact of the scoring pattern on competition. In the third Section, we justify the redefinition of PUD, and propose the distribution that generates the minimum level of CB, that we called truncated-cascade distribution. The fourth Section presents a calculus and practical application of our proposal to the major European soccer leagues over the last 20 years. The fifth Section provides a discussion of the results and describes the advantages of our proposal compared to those presented in the current literature. Two appendixes provide a summary of the mathematical demonstrations of the calculus proposed in the third Section.

2. Main Aspects of the Measurement of Competitive Balance

The close relationship between the concept of CB and the concepts of concentration and inequality led to the use of diverse indexes that have undergone modifications owing to the specific characteristics of sports competitions. Hence, most currently used measures have been relativized regarding the maximum or minimum values that they can reach. Thus, they are standardized and have the unit interval as the theoretical range. Specifically, the index takes a value of zero for the minimum concentration (i.e., the maximum value of CB corresponding to a distribution in which all teams have the same number of points) and it takes a value of 1 for the maximum concentration (i.e., minimum value of CB which is reached when the results correspond to what can be called the PUD).
The measures of CB used originated from typical measures of dispersion and concentration (Borooah & Mangan, 2012; Eckard, 2001; Fort & Quirck, 1995; Gayant & Le Pape, 2012; Gayant & Le Pape, 2015; Horowitz, 1997; Humphreys, 2002; Pawlowski, Breuer & Hovemann, 2010; Schmidt, 2001; Schmidt & Berri, 2001; Utt & Fort, 2002).

One of the most important measures is the Herfindahl-Hirschman index (HHI) proposed by Herfindahl (1950) and Hirschman (1945; 1964) (Depken, 1999; Larsen, Fenn & Spepper, 2006; Owen, Ryan & Weatherston, 2007).

In this article, we use the HHI defined as the sum of the squares of the shares that are also built from the points obtained by the teams at the end of the championship. This is its standardized version (i.e., corrected according to the minimum value that can be obtained, which would be analogous to the modification proposed by Depken, 1999) and relativized to the maximum range that it can reach:

\[
HHI_{\text{norm}} = \frac{HHI - HHI_{\text{min}}}{HHI_{\text{max}} - HHI_{\text{min}}}
\]

where \(HHI_{\text{norm}} \in [0,1]\).

Owen, Ryan, & Weatherston (2007) proposed the \(HHI_{\text{norm}}\) index as a measure of CB. Furthermore, relationships between some of the indexes have been analysed and verified (Borooah & Mangan, 2012; Gayant & Le Pape, 2015).

The mechanism for generating results in a competition entails three aspects: the scoring system in force; the number of participants; and the bilaterality of the competitive relationship. These aspects affect the maximum and minimum limits of the concentration of the results.

### 2.1. Implications of the Scoring System

The scoring system is part of the mechanism that generates results in a competition and entails rewards or incentives for winning. The possibility of ties means that the number of total points at the end of the championship can vary depending on the number of teams and the matches tied. This is a core aspect, since the distribution that reflects the minimum value of CB can be unstable.

We will use a league with \(N \in \mathbb{N} - \{0, 1\}\) teams in a single round-robin system. Points are awarded following a pattern \(P = \{p_w, p_t, p_l\}\) (win, tie, or loss). We assume that \(p_w, p_t, p_l \in \mathbb{N}\) and \(p_w > p_t > p_l\). Let us assume \(p_l = 0\) and \(p_w \geq 2p_t\). Let us denote by \(p_{vi}, i \in \{1, 2, \ldots, N\}\), the number of points obtained at the end of the championship by the team \(i\), whereas the vector \(p = (p_1, p_2, \ldots, p_N)\) represents the final scoring of the championship.
subscript $i$ indicates the position of each team in the final ranking. Given vector $p$, we define the vector of shares $s = (s_1, s_2, \ldots, s_N)$, and for $s_i = \frac{p_i}{\sum_1^N p_i}$. An index that measures the CB will be a function defined on the vector of shares, which assigns a real number belonging to the unit interval.

Each team play $(N - 1)$ matches and the number of matches played is $N(N - 1)/2$. The tournament can be either a single or a double round-robin. This aspect is unimportant in analytical terms (i.e., it does not entail a loss of generality), because the formulation is maintained by multiplying the results by 2. Specifically, $N(N - 1)$ matches would be played and each team would play $2(N - 1)$ matches.

2.1.1. Stability condition
We say that a scoring system complies the stability condition if the system gives zero points to the loser of each match and gives the winner twice as many points as it gives for a tie (Borooah & Mangan, 2012; Gayant & Le Pape, 2012). The stability condition implies that the number of points to be distributed remains constant (i.e., more generally, this is a system that, for a tie, gives half the number points as it gives for the sum of winning and losing (Gayant & Le Pape, 2015).

For example, a $\{3,1,0\}$ pattern gives 3 points to the winner, 0 to the loser and 1 to each team in the case of a tie. The $\{3,1,0\}$ pattern entails a higher incentive for winning than a $\{2,1,0\}$ pattern. In both patterns, 2 points are shared by both teams (1 point each) if the match ends tied. With $\{2,1,0\}$ pattern the total number of points is constant whereas with $\{3,1,0\}$ may vary. This last pattern is usual in European soccer leagues.

Given a championship, $w$ is the number of wins and $t$ the number of ties at the end of the championship. We define $x = \frac{w}{N(N-1)/2}$ as the proportion of matches with a winner and a loser, and $1 - x = \frac{t}{N(N-1)/2}$ as the proportion of matches without a winner, and $w + t = N(N - 1)/2$, the number of points at the end of the championship will be:

$$\sum_{i=1}^{N} p_i = p_w \cdot w + 2 \cdot p_t \cdot t = p_w \cdot x \cdot N \cdot \frac{(N - 1)}{2} + p_t \cdot (1 - x) \cdot N \cdot (N - 1) =$$

$$= N \cdot (N - 1) \cdot \left[p_w \cdot \frac{x}{2} + p_t \cdot (1 - x)\right] = N \cdot (N - 1) \cdot \left[\left(\frac{p_w}{2} - p_t\right) \cdot x + p_t\right]$$

Then, if $p_w > 2 \cdot p_t$, $\sum_{i=1}^{N} p_i$ depends on the number of teams, $N$, and on the number of wins and ties, $x$ (Borooah & Mangan, 2012).
This fact affects the vector of shares $s$, which identifies the results of the competition, through the denominators of each component, and this dependency on the number of ties in this type of scoring pattern generates the structural instability that we are attempting to correct. This has been identified as one of the main problems when measuring CB. Thus, Gayant and Le Pape (2015) suggested that with a pattern that does not meet $p_w = 2 p_t$, the configuration of the vector of results can fail to fulfil a rule that seems reasonable (i.e., if the CB is measured with a typical index, like the dispersion index or the HHI, then the value should lie between the maximum and minimum values that the index can reach in theory).

### 2.1.2. Reconstructing the results

For this reason, it has been suggested that the results should be reconstructed using a \( \{2,1,0\} \) pattern as a solution to measure CB in leagues using the \( \{3,1,0\} \) pattern. This is the case in the major European soccer leagues and in the annual UEFA Champions League (Pawlowski, Breuer & Hovemann, 2010; Gayant & Le Pape, 2015).

Nevertheless, this procedure is not neutral, because it generates a distribution of results that differs from the one obtained through the real mechanism of competition, in which the reward for winning is greater and the teams compete accordingly.

This aspect is especially relevant and deserves attention because reconstructing the results is not neutral, either in cardinal or ordinal terms. Thus, recalculation: (i) generates a different distribution in quantitative terms, which affects the value of the CB index used; and (ii) can also alter the ordinality of the ranking teams in the vector of result, given that the purpose of any measurement is comparison.

Such changes in ordinality can take place internally in the championship in such a way that a team can be classified into a ranking that differs from the real one. The only requirement is that the differential of points between two or more teams can change if there is a lower reward for wins.

We have recalculating with a \( \{2,1,0\} \) pattern the scores for the five major European Leagues from 1996/97 to 2016/17 season. Table 1 shows internal changes caused by recalculating the results of each league and season. There are changes in the ranking of position in 96% of the competitions and in 24% of the teams. Furthermore, there would be changes in classification for the UEFA Champions League or UEFA Europa League in 23% of cases, and relegations from category in 27% of cases.

This aspect can also affect comparisons between the CB of different leagues because a league can be more or less balanced than another depending on what system is used.
The Section entitled Empirical Application presents a practical example that shows, in conceptual and practical terms, that the reconstruction of results using different scoring systems is not advisable. This finding makes the identification of the core problem we are addressing even more interesting. The third Section is dedicated to solving this challenge.

2.2. Perfectly Balanced Distribution of Scores

The perfect competitive balance distribution of shares, that we called perfectly balanced distribution (PBD), is representative of the maximum CB (Borooah & Mangan, 2012; Gayant & Le Pape, 2015). In this distribution, the teams obtain the same number of points, and so the share is equal for all them: $s^{PBD} = \left(\frac{1}{N}, \ldots, \frac{1}{N}\right)$. In $s^{PBD}$, the standard deviation of the shares is zero, and the HHI is equal to the inverse of the number of teams (Depken, 1999) and reaches its lowest level (Owen, Ryan & Weatherston, 2007).

Given a number of teams in a championship, the maximum CB is reached when none of them stand out from the rest (i.e., when there is an even distribution of results). Therefore, the maximum balance depends on the number of teams of the competition.

In this sense, when measuring CB between competitors over time, a typical problem that arises is changes in the number of competing teams (Fort & Quirck, 1995; Depken, 1999). For example, the German soccer league has 18 teams, whereas the Spanish, Italian, English, and French leagues have 20 teams. Furthermore, the number of teams has changed several times in all of the leagues over the last 50 years.

The PBD indicates that all teams have the same possibility of winning a match and ultimately the championship. This result can be obtained if all teams tie all matches or, in a double round-robin system with or without possibility of a tie, if each team wins and loses matches against the same rival.

All these issues are well known in sports economics. Our interest will henceforth focus on calculating the distribution of scores that generates the maximum value of HHI, that is $HHI_{max}$.

2.3. Perfectly Unbalanced Distribution of Scores

The determination of the minimum CB is more complicated. Although a market can be monopolised by a firm, which entails maximum concentration, this is not the case in a sports competition, in which CB can be measured over time or a season. When measured over time, if the same team won all the championships, there would be a monopoly during the period...
analysed and CB would reach its minimum value. When measured over a season, a team cannot win more matches than those played, and it is not possible a monopoly situation. That is, the distribution of the results cannot be such that the winner of the competition accumulates all the wins as well as all the points of the other teams (except in the unreal case of a league comprising two teams). The reason for this is simple. The vector of the sizes of the firms in a market is the result of a competition process in which all agents interact with each other in multiple ways. Nevertheless, the vector of the total wins or points gained in a league is the result of a competition process between all teams considered as pairs. This bilaterality prevents teams from accumulating all the points because they cannot play all the matches.

The PUD has been characterized by Fort & Quirck (1997), Gayant & Le Pape (2012 and 2015), Horowitz (1997), Larsen, Fenn & Spenner (2006), Owen, Ryan & Weatherston (2007), and Utt & Fort (2002). In this distribution, each team has defeated all those below them and they have lost against all the teams above them.

If the number of teams does not vary and there are no ties (e.g. as in baseball or basketball), the number of total points distributed between the teams at the end of the championship does not vary. This is because the number of matches is already established and, given the scoring system used, there will be always a winner in each match.

Once the tournament is over and the positions have been ordered, the results of distribution can be visualized as being in cascade in which each team has fewer points than the team in the preceding position. Figure 1 shows it for N=20 with a \{2,1,0\} pattern. Really, this distribution has rarely been formalized (Gayant & Le Pape, 2015). We are going to do it.

Firstly, the points obtained by the teams would follow the form:

$$ p_i = p_w \cdot (N - i) \text{ for } i = 1 \ldots N. $$

Secondly, the reason for such result is that, given the number of points in the championship: \( \sum_{i=1}^{N} p_i \), we have been assuming that the marginal value de HHI is:

$$ \frac{\partial \sum_{i=1}^{N} s_i^2}{\partial s_i} = \frac{2}{\sum_{i=1}^{N} p_i} \cdot p_i $$

That is, when \( \sum_{i=1}^{N} p_i \) is constant, the marginal value increases with the team’s scores. The maximum number of points that any team can obtain will be restricted by maximum number of matches won. This is the principle of saturation.

Thus, having established the number of points at stake, the distribution that generates the highest concentration is built in such a way that a team accumulates points up to the maximum possible (limited by the aforementioned restriction, that is, the principle of saturation) and so on. The contribution to the concentration of each point increases in relation
to the points won by the team that obtains this point, which is assigned to the team with the highest share up to the restriction imposed by the bilateral competition with the other teams. This result is applicable to the case described by the aforementioned authors, who addressed scoring patterns of the type \( \{ p_w = 2 \cdot p_t, p_t, p_t = 0 \} \), where each team has \( p_w(N - i) \) points in a single round-robin (and twice as many points in a double round-robin).

Thirdly, the distribution of results will be \( p = \{ p_w(N - 1), p_w(N - 2), p_w(N - 3), \ldots, p_w, 0 \} \). Given the total points \( \sum_{i=1}^{N} p_i = \sum_{i=1}^{N} p_w(N - i) = p_w N(N - 1)/2 \), the vector of shares will be:

\[
S_{PUD} = \left( \frac{1}{N}, \frac{N - 2}{N(N - 1)}, \frac{N - 3}{N(N - 1)}, \ldots, \frac{1}{N}, 0 \right)
\]

The share of the winner will be precisely the one that any team in a PBD would have. Borooah & Mangan (2012) obtain this result in a double round-robin league.

On the other hand, if there are ties (e.g., as in soccer or rugby), the number of points obtained by all teams at the end of the championship, given \( N \), will vary as a function of the number of ties, as seen above, and the distribution of points will be unstable, except if \( p_t = \frac{p_w + p_t}{2} \), which would be the case for a pattern \( \{ 2 \cdot p_t, p_t, 0 \} \) (Borooah & Mangan, 2012; Gayant & Le Pape, 2012 and 2015).

Therefore, there is instability under the patterns \( 2 \cdot p_t \neq p_w + p_t \), and particularly under pattern \( p_w > 2 \cdot p_t \) with \( p_t = 0 \), which implies that when computing the CB of a league, the use of defined relative indexes (e.g., the HHI or standard deviation) can lead to higher concentrations than those corresponding to the complete-cascade distribution (Gayant & Le Pape, 2015). In this case, what is the PUD? And, how can we apply the principle of saturation?

Given that for the same number of matches won, the total sum of points is constant, the principle of saturation implies that the matches won are accumulated at the top teams in the ranking. The remaining matches are tied. Besides, if a team wins a match, the highest HHI value results from winning all of its matches to the lowest ranked teams.

As mentioned above and discussed below, the reconstruction of results alters the mechanism of incentives of the championship, and can also have cardinal and ordinal impacts on the positions of the teams in each league and between leagues, which effect is not compatible with the aim of comparing levels of CB.

Nevertheless, there is no reason for this to be the case. The real issue is that the complete-cascade distribution is not the PUD in all cases. Complete-cascade distribution is the least...
balanced when the scoring system is constructed without the possibility of ties or with a pattern that complies the stability condition. However, with another pattern, the PUD is other than the complete-cascade distribution. Given N (which is known since the beginning), and the scoring pattern, this distribution can be known and predicted. Consequently, if we know the distribution, there will be no problem in using a pattern, such as \{3,1,0\}, in order to measure CB without the having to reconstruct the results. We dedicate the following Section to identify such distribution.

3. Characterisation of Distribution which Generates the Minimum Competitive Balance: Truncated-Cascade Distribution

In this Section, we formalize the HHI for N teams according to the scoring system. We demonstrate that, for the total number of points earned in the competition, the PUD can be obtained by accumulating the points of the winning match in the first \(q\) teams of the results table. We show that HHI has a unique maximum for each N denominated as \(\text{HHI}_{\text{max}}\). The value of this maximum is obtained using a recurrent procedure. Finally, we characterize the value of \(q\), which determines \(\text{HHI}_{\text{max}}\) using a fifth-degree polynomial equation. For each N, the \(q\) value is calculated by iterative methods for solving equations. To perform these calculations, MsExcel offers features such as “Goal Seek” within “Data” tab or the complement “Solver”.

3.1. The Distribution of Scores

We define a highly asymmetric final distribution of points when the champion has beaten the other teams, the runner-up has beaten all the teams below them in the final ranking, and so on up to a position \((q)\) from which the teams have tied all their remaining matches. Two groups of teams can emerge: teams that have won at least one match, and those that have tied all the matches that they have not lost to the teams in the preceding positions.

For every \(0 \leq q \leq N - 1\), with \(q \in \mathbb{N}\), we obtain a generalized distribution that we will call the truncated-cascade in \((q)\) distribution. If \(q = 0\), all the teams tie all those matches and we obtain the PBD. If \(q = N - 1\), we obtain the PUD that we call complete-cascade distribution, which constitutes a particular case of truncated-cascade in \((q)\) distribution.

Under these conditions, using a pattern \(P = \{p_w,p_t,0\}\), the points obtained by the teams would follow the form:

\[
p_t = \begin{cases} 
  p_w \cdot (N - i) & \text{for } i = 1 \ldots q \\
  p_t \cdot (N - q - 1) & \text{for } i = q + 1 \ldots N
\end{cases}
\]
The teams that occupied the first \((q)\) positions won all matches except for those played against teams preceding them in the table, whereas the teams occupying \((N-q)\) positions tied all matches.

### 3.2. The Corresponding Herfindahl-Hirschman Index

Therefore, for a truncated-cascade in \((q)\) distribution and \(\{3,1,0\}\) pattern we can obtain the following expression of HHI (see demonstration in Appendix A):

\[
HHI(q) = \frac{2 \cdot q^3 + \left(-6 \cdot N + \frac{5}{2}\right) \cdot q^2 + \left(6 \cdot N^2 - 5 \cdot N + \frac{1}{2}\right) \cdot q + N \cdot (N-1)^2}{\left(-q^2 - (1 - 2 \cdot N) \cdot q + 2 \cdot N \cdot (N-1)^2\right)^2}
\]

Based on this, we wish to calculate the critical value \((q^*)\) that forces the HHI reach its maximum value with a given N and scoring pattern.

### 3.3. The Critical Value of \(q\)

We seek the unique critical value \((q^*)\) that makes the value of \(HHI = \sum_{i=1}^{N} s_i^2\) reach its maximum. To this end, we build a recurrent formulation of the above expression to determine the evolution of HHI for two consecutive states of \(q\), with \(0 \leq q \leq N-1\) (see Appendix B). Therefore, for each N, the value of \(q^*\) results from solving the following inequality:

\[
0 > \left[-\frac{1}{2} \cdot q^5 + \left(\frac{5}{2} \cdot N - \frac{9}{4}\right) \cdot q^4 + \left(-8 \cdot N^2 + 12 \cdot N - \frac{7}{2}\right) \cdot q^3 + \left(11 \cdot N^3 - 27 \cdot N^2 + 18 \cdot N - \frac{9}{2}\right) \cdot q^2 + \left(8 \cdot N^4 - 6 \cdot N^3 - 9 \cdot N^2 + \frac{15}{2} \cdot N - \frac{1}{2}\right) \cdot q - 4 \cdot N^5 + 12 \cdot N^4 - 13 \cdot N^3 + 6 \cdot N^2 - N \right]
\]

So far, we developed a formalization of the index HHI for N teams according to the scoring system. In summary: (i) for the number of total points earned in the competition, the PUD can be obtained by accumulating the points of the winning match in the first \(q\) teams of the results table; (ii) HHI has a unique maximum for each N denominated as \(\text{HHI}_{\text{max}}\). The value of this maximum is obtained using a recurrent procedure. And (iii) \(q^*\) is value used to determine \(\text{HHI}_{\text{max}}\) from a fifth-degree polynomial equation.

### 3.4. Calculus and Results

Using MsExcel, we developed a complementary tool in the form of a group of automated instruments to confirm the theoretical results already formulated and obtain the value of \(q^*\) for any N. We also designed synopsis tables with the information needed to conduct the appropriate comparisons. Likewise, we developed macros that accelerate the calculations.
These macros are based on the numerical optimisation and approximation techniques provided in the MsExcel toolset. The macros were parameterized for any scoring system.

Table 2 shows the results of this calculation for a \{3,1,0\} pattern for each \(N\) up to a total 50 teams. The value of \((q^{*})\) increases as the number of teams increases and, for each \(N\), the value of HHI increases as a function of the increasing truncation of the cascade up to an identifiable critical value. The maximum values of the index for each \(N\) are shown in bold in Table 2, which shows the values representing the truncation of the PUD.

Figure 2 shows truncated-cascade in \((q=7)\) distribution with \{3,1,0\} pattern for \(N=20\). The value of the HHI in \(q^{*}=7\) is 0.075402 under the truncated-cascade distribution, whereas the value of the HHI is 0.068421 under the complete-cascade distribution. We can visualize the differences with respect to the complete-cascade distribution in Figure 1.

For both scoring patterns, \{2,1,0\} and \{3,1,0\}, Table 3 shows the maximum values of the HHI and the critical value \(q^{*}\) corresponding to with the complete-cascade distribution and truncated-cascade distribution. Using these values, we can standardize the HHI corresponding to the distribution of points obtained.

Thus, with a \{2,1,0\} pattern, the PUD is always the one that we have called in complete-cascade. The critical value is \(q^{*}=N-1\). It should be noted that, in this case, the total number of points does not vary.

Nevertheless, this is not the case under a scoring pattern \{3,1,0\}, such as the one used in the major European leagues and in the UEFA Champions League (UCL). Although it is true that the PUD changes according to the number of teams and scoring system, this distribution can be predicted before the beginning of the championship. For instance, in the qualifying round of the UCL, in which there are four teams per group, the PUD corresponds to the case in which one team wins all the matches and the other teams tie all the matches except for the one they lost to the winning team \((q^{*}=1)\). So \(\text{HHI}_{\text{max}}=0.413333\).

4. Empirical Application to the Major European Soccer Leagues: The Negative Effects of Recalculating the Scores

The five major European soccer leagues are Premier League in England, Primera División in Spain, Serie A in Italy, Bundesliga in Germany and Ligue 1 in France. These leagues constitute the main nucleus of soccer in Europe and form the basis of the classification mechanism for the UCL. During the study period (1997-2017), the number of teams increased from 18 to 20 in the 2004-2005 season in Italy and in the 2002-2003 season in France. All the leagues have adopted the \{3,1,0\} scoring system.
Notice that in any of these leagues, the PUD is the one characterized by \( q^* = 7 \), which represents a *cascade* distribution up to the team in the seventh position and all ties for the other teams. This distribution is the case in the English, Italian, Spanish, and French leagues, which have 20 teams, and in the German league, which has 18 teams. Nevertheless, the change in \( N \) affects the maximum value that HHI can reach: in the first four leagues \( HHI_{\text{max}} \) is 0.0754015 and in the German league it is 0.0839378 (Table 3). Therefore, the results make it possible to use the measurements of the CB when it is defined on the basis of the HHI\( _{\text{NORM}} \) with \( \{3,1,0\} \).

Notice that under the pattern \( \{2,1,0\} \), the maximum values of HHI are always less than those under the pattern \( \{3,1,0\} \). Therefore, if any league developed under the pattern \( \{3,1,0\} \) is rebuilt under the pattern \( \{2,1,0\} \), then the value of the CB will always be less than its real value.

For each of these major leagues, we calculated the standardized HHI on the basis of the shares defined according to the current scoring pattern, \( \{3,1,0\} \), and the number of teams in each season. Besides, we have recalculating the results for each league and season according to the \( \{2,1,0\} \) pattern and, once again, we have calculated the HHI\( _{\text{NORM}} \).

Table 4 shows the HHI\( _{\text{NORM}} \) values calculated for each season and league. The scoring patterns \( \{3,1,0\} \) and \( \{2,1,0\} \) are shown in separate columns. The table shows the five different leagues referred to and 20 seasons (1997/98 - 2016/2017). For each season (rows), competition (columns), and scoring pattern two values are shown: HHI\( _{\text{NORM}} \) values and the ranking between leagues achieved in terms of concentration (shown in parentheses).

Changes of ranking between competitions are relevant and are shaded in the table. These changes affect all the leagues and half of the seasons. We quantified 23 changes of positions. Therefore, it would not be neutral to rebuild the results by changing the scoring pattern. Furthermore, recalculating the scores may suppose changes in final ordering of teams in a league, as we have seen in Table 1.

We have provided a general expression for the HHI as a function of the truncating value \( q \), thus obtaining the \( q^* \) that defines the maximum value of HHI, and therefore the PUD. Furthermore, given \( N \), for the pattern \( \{3,1,0\} \) is possible to obtain the maximum values of the HHI, thus avoiding having to recalculate the final results on the basis of another scoring pattern. We have proven that this recalculation generates negative effects.

5. Conclusions
Competitive balance in a sports competition is usually obtained from the distribution of points (or wins) achieved by each team at the end of the championship. From this distribution, indexes such as the HHI are calculated, which require standardization in order to take account of the special characteristics of sports competitions. Standardization requires know the maximum and minimum theoretical values of the index.

The distribution that has usually been considered to generate the minimum competitive balance, which we have called Complete-cascade distribution, is not valid for any points award pattern. So, measuring competitive balance is affected by the scoring system used. This distribution is valid if there are no ties in the competition or if the winner's remuneration is equal to twice the remuneration of the tied team. Therefore, this is the condition of stability.

If the condition of stability is not fulfilled, as is often the case in football leagues, Complete-cascade distribution does not always generate the minimum competitive balance. In this case, the literature has proposed reconstructing the scores, based on the results achieved, with a pattern that complies the stability condition.

This article allows us to conclude that the reconstruction of the results generates negative effects in ordinal and cardinal terms. Cardinal effects would affect possible modelling in comparative studies, as the value of the indices changes. The ordinal effects are even more severe as they can affect to (a) the leagues ranking for a season, and (b) to the ranking between teams in the same league in a season.

These effects has been showed. We verified for the major European soccer leagues over 20 seasons that the recalculation of HHI using a scoring pattern other than the real one causes changes, both in cardinal and ordinal terms. Ordinal changes potentially affect both the selection of teams to play in the UCL or the UEL, as well as relegation from category.

Reconstructing the results, with a pattern fulfilling the stability condition, implies that the resulting $HHI_{\text{max}}$ is always less than the value of the $HHI_{\text{max}}$ corresponding to the pattern actually used. Therefore, the value of the competitive balance will always be less than the actual value, since the value of $HHI_{\text{NORM}}$ will be greater.

We have characterized a new distribution, which we call Truncated-cascade distribution, that allows obtaining the $HHI_{\text{max}}$ for patterns that do not fulfill the stability condition as is the case with {3,1,0} pattern. This distribution generalizes the complete-cascade distribution. Truncated-cascade distribution can be defined before the competition, which avoids the reconstruction of results. So, we can calculate competitive balance with the actual pattern.
We demonstrated that the measurement of CB does not have to involve recalculating the scoring pattern on the basis of results that, ultimately, would generate cardinal and especially ordinal negative effects.
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Table 1. Summary of results due to change the scoring system \([3, 1, 0]\) to \([2, 1, 0]\) in the major European soccer leagues.

<table>
<thead>
<tr>
<th></th>
<th>Primera División (Spain)</th>
<th>Premier League (England)</th>
<th>Serie A (Italy)</th>
<th>Ligue 1 (France)</th>
<th>Bundesliga (Germany)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affected competitions (of total)</td>
<td>19/20</td>
<td>20/20</td>
<td>19/20</td>
<td>19/20</td>
<td>19/20</td>
<td>96/100</td>
</tr>
<tr>
<td>Affected teams (of total)</td>
<td>110/400</td>
<td>90/400</td>
<td>90/386</td>
<td>129/390</td>
<td>43/360</td>
<td>462/1936</td>
</tr>
<tr>
<td>Potential classification for UCL and UEL (of total)</td>
<td>12/40</td>
<td>7/40</td>
<td>5/40</td>
<td>13/40</td>
<td>9/40</td>
<td>46/200</td>
</tr>
<tr>
<td>Potential relegations from category (of total)</td>
<td>9/20</td>
<td>2/20</td>
<td>7/20</td>
<td>4/20</td>
<td>5/20</td>
<td>27/100</td>
</tr>
<tr>
<td>Numbers of teams (N)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>---------------------</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Values of the HHI as a function of the number of teams (N) and of matches won in cascade (q). Scoring pattern (3, 1, 0) (Maximum of HHI in bold)

<table>
<thead>
<tr>
<th>Matches won in cascade (q)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.500000</td>
<td>1.000000</td>
<td>0.555556</td>
<td>0.333333</td>
<td>0.250000</td>
<td>0.200000</td>
<td>0.166667</td>
<td>0.142857</td>
</tr>
<tr>
<td>3</td>
<td>0.333333</td>
<td>0.593750</td>
<td>0.411765</td>
<td>0.388889</td>
<td>0.355556</td>
<td>0.322727</td>
<td>0.288889</td>
<td>0.257143</td>
</tr>
<tr>
<td>4</td>
<td>0.250000</td>
<td>0.413333</td>
<td>0.341667</td>
<td>0.322727</td>
<td>0.296296</td>
<td>0.272727</td>
<td>0.250000</td>
<td>0.231481</td>
</tr>
<tr>
<td>5</td>
<td>0.200000</td>
<td>0.312500</td>
<td>0.285714</td>
<td>0.264706</td>
<td>0.244444</td>
<td>0.227273</td>
<td>0.213043</td>
<td>0.200000</td>
</tr>
<tr>
<td>6</td>
<td>0.166667</td>
<td>0.248980</td>
<td>0.222222</td>
<td>0.204082</td>
<td>0.188889</td>
<td>0.175926</td>
<td>0.164287</td>
<td>0.153333</td>
</tr>
<tr>
<td>7</td>
<td>0.142857</td>
<td>0.209792</td>
<td>0.185185</td>
<td>0.164287</td>
<td>0.148148</td>
<td>0.133333</td>
<td>0.120472</td>
<td>0.108696</td>
</tr>
<tr>
<td>8</td>
<td>0.125000</td>
<td>0.174603</td>
<td>0.151515</td>
<td>0.131579</td>
<td>0.114286</td>
<td>0.100000</td>
<td>0.087402</td>
<td>0.075362</td>
</tr>
<tr>
<td>9</td>
<td>0.111111</td>
<td>0.151515</td>
<td>0.127778</td>
<td>0.108889</td>
<td>0.093056</td>
<td>0.080000</td>
<td>0.068085</td>
<td>0.057143</td>
</tr>
</tbody>
</table>
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Table 3. Perfectly Unbalanced distributions for different numbers of teams and scoring patterns

<table>
<thead>
<tr>
<th>Season</th>
<th>Number of teams (N)</th>
<th>Cascade (q=N-1)</th>
<th>Maximum of HHI</th>
<th>Truncated cascade (q*)</th>
<th>Maximum of HHI</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014/15</td>
<td>2</td>
<td>1</td>
<td>1.0000000</td>
<td>1</td>
<td>1.0000000</td>
</tr>
<tr>
<td>2012/13</td>
<td>3</td>
<td>2</td>
<td>0.5555556</td>
<td>1</td>
<td>0.5937500</td>
</tr>
<tr>
<td>2011/12</td>
<td>4</td>
<td>3</td>
<td>0.3888889</td>
<td>1</td>
<td>0.4133333</td>
</tr>
<tr>
<td>2009/10</td>
<td>5</td>
<td>4</td>
<td>0.3000000</td>
<td>2</td>
<td>0.3251029</td>
</tr>
<tr>
<td>2007/08</td>
<td>6</td>
<td>5</td>
<td>0.2444444</td>
<td>2</td>
<td>0.2662722</td>
</tr>
<tr>
<td>2005/06</td>
<td>7</td>
<td>6</td>
<td>0.2063492</td>
<td>3</td>
<td>0.2243767</td>
</tr>
<tr>
<td>2003/04</td>
<td>8</td>
<td>7</td>
<td>0.1785714</td>
<td>3</td>
<td>0.1953961</td>
</tr>
<tr>
<td>2001/02</td>
<td>9</td>
<td>8</td>
<td>0.1574074</td>
<td>3</td>
<td>0.1723899</td>
</tr>
<tr>
<td>1999/00</td>
<td>10</td>
<td>9</td>
<td>0.1407407</td>
<td>4</td>
<td>0.1541667</td>
</tr>
<tr>
<td>1997/98</td>
<td>11</td>
<td>10</td>
<td>0.1277277</td>
<td>4</td>
<td>0.1397569</td>
</tr>
<tr>
<td>1994/95</td>
<td>12</td>
<td>11</td>
<td>0.1161616</td>
<td>4</td>
<td>0.1275433</td>
</tr>
<tr>
<td>1992/93</td>
<td>13</td>
<td>12</td>
<td>0.1068376</td>
<td>5</td>
<td>0.1174003</td>
</tr>
<tr>
<td>1989/90</td>
<td>14</td>
<td>13</td>
<td>0.0989011</td>
<td>5</td>
<td>0.1087967</td>
</tr>
<tr>
<td>1987/88</td>
<td>15</td>
<td>14</td>
<td>0.0920635</td>
<td>5</td>
<td>0.1012346</td>
</tr>
<tr>
<td>1985/86</td>
<td>16</td>
<td>15</td>
<td>0.0861111</td>
<td>6</td>
<td>0.0647846</td>
</tr>
<tr>
<td>1983/84</td>
<td>17</td>
<td>16</td>
<td>0.0809824</td>
<td>6</td>
<td>0.0890706</td>
</tr>
<tr>
<td>1981/82</td>
<td>18</td>
<td>17</td>
<td>0.0762527</td>
<td>7</td>
<td>0.0839378</td>
</tr>
<tr>
<td>1979/80</td>
<td>19</td>
<td>18</td>
<td>0.0721248</td>
<td>7</td>
<td>0.0794709</td>
</tr>
<tr>
<td>1977/78</td>
<td>20</td>
<td>19</td>
<td>0.0684211</td>
<td>7</td>
<td>0.0754015</td>
</tr>
</tbody>
</table>

Table 4. CB in major European leagues and league ranking by season

<table>
<thead>
<tr>
<th>Season</th>
<th>Primera División (Spain)</th>
<th>Premier League (England)</th>
<th>Serie A (Italy)</th>
<th>Ligue 1 (France)</th>
<th>Bundesliga (Germany)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015/16</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2014/15</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2013/14</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2012/13</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2011/12</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2010/11</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2009/10</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2008/09</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2007/08</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2006/07</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2005/06</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2004/05</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2003/04</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2002/03</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2001/02</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>2000/01</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>1999/00</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>1998/99</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
<tr>
<td>1997/98</td>
<td>0.1245 (4)</td>
<td>0.1877 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
<td>0.1245 (4)</td>
</tr>
</tbody>
</table>
Figures
Appendix A. Characterization of the HHI as a function of the number of teams (N) and the value defining the frontier between winning and tying teams (q).

We can obtain $HHI = \sum_{i=1}^{n} s_i^2 = \sum_{i=1}^{n} \frac{p_i^2}{(\sum_{i=1}^{n} p_i)^2}$ from the following expressions. The sum of points, whose square appears in the denominator, would be:

$$
\sum_{i=1}^{N} p_i = \sum_{i=1}^{q} p_w \cdot (N - i) + \sum_{i=q+1}^{N} p_t \cdot (N - q - 1) = p_w \cdot N \sum_{i=1}^{q} 1 - \sum_{i=1}^{q} p_w \cdot i + p_t
$$

$$
= (2 \cdot P_t - P_w) \cdot q^2 + (2 \cdot P_t - P_w) \cdot (1 - 2 \cdot N) \cdot q + 2 \cdot P_t \cdot N \cdot (N - 1)
$$

where we have required the general expression of the sum of an arithmetic progression from 1 to q. The first addend is the number of points obtained by the teams that have won in cascade. This addend is also the number of wins multiplied by the points awarded. The second addend is the number of points accumulated by the teams that have tied. This addend is also the number of ties multiplied by the award.

The numerator is:

$$
\sum_{i=1}^{N} p_i^2 = \sum_{i=1}^{q} (p_w \cdot (N - i))^2 + \sum_{i=q+1}^{N} (p_t(N - q - 1))^2 = p_w^2 \cdot \left[ \sum_{i=1}^{q} (N^2 - 2 \cdot N \cdot i + i^2) \right]
$$

$$
+ p_t^2 (N - q - 1)^2 \cdot \sum_{i=q+1}^{N} 1
$$

$$
= p_w^2 \cdot \left[ \sum_{i=1}^{q} N^2 - 2 \cdot N \cdot \sum_{i=1}^{q} i + \sum_{i=1}^{q} i^2 \right] + p_t^2 (N - q - 1)^2 \cdot (N - q)
$$

Given that:

$$
\sum_{i=1}^{q} i = \frac{q \cdot (1+q)}{2} \text{ and } \sum_{i=1}^{q} i^2 = \frac{q \cdot (q+1) \cdot (2 \cdot q + 1)}{6}, \text{ we have that:}
$$
\[ \sum_{i=1}^{q} N^2 - 2 \cdot N \cdot \sum_{i=1}^{q} i + \sum_{i=1}^{q} i^2 = N^2 \cdot q - 2 \cdot N \cdot \frac{q \cdot (1 + q)}{2} + \frac{q \cdot (q + 1) \cdot (2 \cdot q + 1)}{6} \]

Then:

\[ \sum_{i=1}^{N} p_i^2 = p_t^2 \left( N^2 \cdot q - N \cdot q \cdot (1 + q) + \frac{q \cdot (q + 1) \cdot (2 \cdot q + 1)}{6} \right) + p_t^2 \cdot (N - q - 1)^2 \cdot (N - q) \]

And, therefore:

\[ \sum_{i=1}^{N} s_i^2 = \frac{p_w^2 \cdot \left( N^2 \cdot q - N \cdot q \cdot (1 + q) + \frac{q \cdot (q + 1) \cdot (2 \cdot q + 1)}{6} \right) + p_t^2 \cdot (N - q - 1)^2 \cdot (N - q)}{ \left( p_w \cdot q \cdot (2 \cdot N - q - 1) + p_t \cdot (N - q - 1) \cdot (N - q) \right)^2 } \]

The above expressions can be reformulated as a function of \((q)\), obtaining an expression of the HHI as a function of a quotient of polynomials in \((q)\), whose terms depend on the scoring pattern and on the number of teams:

\[ \sum_{i=1}^{N} s_i^2 = \frac{\sum_{i=1}^{N} p_i^2}{(\sum_{i=1}^{N} p_i)^2} = \]

\[ = \frac{\left( \frac{p_w^2}{3} - p_t^2 \right) \cdot q^3 + \left( 3 \cdot p_t^2 - p_w^2 \right) \cdot N + \frac{1}{2} p_w^2 \cdot q^2 - 2 \cdot p_t^2}{\left( \frac{2 \cdot p_t - p_w}{2} \cdot q^2 + (2 \cdot p_t - p_w) \cdot (1 - 2 \cdot N) \cdot q + 2 \cdot p_t \cdot N \cdot (N - 1) \right)^2} \]

\[ + \frac{\left( p_w^2 - 3 \cdot p_t^2 \right) \cdot N^2 + (4 \cdot p_t^2 - p_w^2) \cdot N + \frac{1}{6} p_w^2 \cdot q^2 - 2 \cdot p_t \cdot N \cdot (N - 1)^2}{\left( \frac{2 \cdot p_t - p_w}{2} \cdot q^2 + (2 \cdot p_t - p_w) \cdot (1 - 2 \cdot N) \cdot q + 2 \cdot p_t \cdot N \cdot (N - 1) \right)^2} \]

For the case of a \(\{3,1,0\}\) scoring system, the former expression is reduced to:

\[ HHI(q) = \frac{2 \cdot q^3 + \left( -6 \cdot N + \frac{5}{2} \right) \cdot q^2 + \left( 6 \cdot N^2 - 5 \cdot N + \frac{1}{2} \right) \cdot q + N \cdot (N - 1)^2}{\left( -q^2 - (1 - 2 \cdot N) \cdot q + 2 \cdot N \cdot (N - 1) \right)^2} \]

Based on this, we wish to calculate the critical value \((q^*)\) that forces the HHI reach its maximum value with a given \(N\) and scoring pattern. Because the HHI function is continuous
and defined for \( q \in [0, N - 1] \) and \( HHI(q) \in \left[ \frac{1}{N}, 1 \right] \) it reaches its maximum for each \( N \). In addition, this maximum is unique.

For the purposes of demonstration, let us assume that it is not unique. If there are two different values, \( q_1^* < q_2^* \), where the maximum of HHI is reached, then \( HHI(q_1^*) = HHI(q_2^*) \).

The total points of the competition in \( q_i^* \) will be less than the corresponding total of points of \( q_2^* \) (this is because for each win in the pattern \{3,1,0\}, 1 point is added to the total).

Therefore, the numerator and denominator of HHI increase with the number of points in a non-proportional way (the scoring system is fixed) and henceforth, two different values \( q_1^* \) and \( q_2^* \) cannot reach the same HHI value. Consequently, HHI for \( q \in [0, N - 1] \) has a unique maximum value and \( q^* \) represent the number of teams of the truncated cascade of winners.

Therefore HHI increases from \( HHI_{\text{min}} = 1/N \) to \( HHI_{\text{max}} = HHI(q^*) \), decreasing from \( HHI_{\text{max}} \) to 1.

**Appendix B. Critical value \( q^* \) to characterize the truncated-cascade distribution used to generate \( HHI_{\text{max}} \).**

From Appendix A:

\[
\left[ \sum_{i=1}^{N} p_i \right]_{q} = \frac{(2 \cdot p_t - p_w) \cdot q^2 + (2 \cdot p_t - p_w) \cdot (1 - 2 \cdot N) \cdot q + 2 \cdot p_t \cdot N \cdot (N - 1)}{2}
\]

\[
\left( \sum_{i=1}^{N} p_i \right)_{q}^2 = \left( \frac{(2 \cdot p_t - p_w) \cdot q^2 + (2 \cdot p_t - p_w) \cdot (1 - 2 \cdot N) \cdot q + 2 \cdot p_t \cdot N \cdot (N - 1)}{2} \right)^2
\]

\[
= \frac{1}{4} \left( (2 \cdot p_t - p_w)^2 \cdot q^4 + 2 \cdot (2 \cdot p_t - p_w)^2 \cdot (1 - 2 \cdot N) \cdot q^3
\]

\[+ \left[ (2 \cdot p_t - p_t)^2 \cdot (1 - 2 \cdot N)^2 + 4 \cdot (2 \cdot p_t - p_w) \cdot p_t \cdot N \cdot (N - 1) \right] \cdot q^2 +
\]

\[2 \cdot (2 \cdot p_t - p_w) \cdot (1 - 2 \cdot N) \cdot 2 \cdot p_t \cdot N \cdot (N - 1) \cdot q + 4 \cdot p_t^2 \cdot N^2 \cdot (N - 1)^2 \right)
\]
\[
\left[ \sum_{i=1}^{N} p_i^2 \right]_q = \left( \frac{p_w^2}{3} - p_t^2 \right) \cdot q^3 + \left( 3 \cdot p_t^2 - p_w^2 \right) \cdot N + \frac{1}{2} p_w^2 - 2 \cdot p_t^2 \right) \cdot q^2 \\
+ \left( p_w^2 - 3 \cdot p_t^2 \right) \cdot N^2 + \left( 4 \cdot p_t^2 - p_w^2 \right) \cdot N + \frac{1}{6} p_w^2 - p_t^2 \right) \cdot q + p_t^2 \cdot N \\
\cdot (N-1)^2
\]

**First step.** We calculate, now, the expressions for \(0 \leq q \leq N - 1\), with \(q \in \mathbb{N}\) of \([\sum_{i=1}^{N} p_i]_{q+1}\), \(([\sum_{i=1}^{N} p_i]_{q+1})^2\), and \([\sum_{i=1}^{N} p_i^2]_{q+1}\).

\[
\left[ \sum_{i=1}^{N} p_i \right]_{q+1} = \left[ \sum_{i=1}^{N} p_i \right]_q + (P_w - 2 \cdot P_t) \cdot (N - q - 1)
\]

\[
\left( \left[ \sum_{i=1}^{N} p_i \right]_{q+1} \right)^2 = \left( \left[ \sum_{i=1}^{N} p_i \right]_q \right)^2 + 2 \cdot (P_w - 2 \cdot P_t) \cdot (N - q - 1) \cdot \left[ \sum_{i=1}^{N} p_i \right]_q + (R_w - 2 \cdot P_t)^2
\]

\[
\cdot (N - q - 1)^2
\]

\[
\left[ \sum_{i=1}^{N} p_i^2 \right]_{q+1} = \left[ \sum_{i=1}^{N} p_i^2 \right]_q + 3 \cdot \left( \frac{P_w^2}{3} - P_t^2 \right) \cdot q^2
\]

\[
+ \left[ 3 \cdot \left( \frac{P_w^2}{3} - P_t^2 \right) + 2 \cdot \left( p_w^2 \cdot (-N + 1/2) + p_t^2 \cdot (3 \cdot N - 2) \right) \right] \cdot q
\]

\[
+ \left( P_w^2 - P_t^2 \right) + \left( p_w^2 \cdot (-N + 1/2) + p_t^2 \cdot (3 \cdot N - 2) \right)
\]

\[
+ \left( p_w^2 \cdot (N^2 - N + 1/6) + p_t^2 \cdot (-3 \cdot N^2 + 4 \cdot N - 1) \right)
\]

**Second step.** We particularize the above expressions for the \{3,1,0\} scoring pattern. As \((2 \cdot P_t - P_w) = -1\), we would have:

\[
\left[ \sum_{i=1}^{N} p_i \right]_{q+1} - \left[ \sum_{i=1}^{N} p_i \right]_q = (N - q - 1)
\]

\[
\left( \left[ \sum_{i=1}^{N} p_i \right]_{q+1} \right)^2 - \left( \left[ \sum_{i=1}^{N} p_i \right]_q \right)^2 = q^3 - 3 \cdot (N-1) \cdot q^2 - 3 \cdot (N-1) \cdot q + (N-1)^2 \cdot (2 \cdot N + 1)
\]
On the other hand, as:

\[
\begin{cases}
(p_i^2/3 - p_i^2) = (9/2 - 1) = 2 \\
(p_i^2 \cdot (-N + 1/2) + p_i^2 \cdot (3 \cdot N - 2)) = 9/2 - 9 \cdot N + 3 \cdot N - 2 = -6 \cdot N + 5/2 \\
(p_i^2 \cdot (N^2 - N + 1/6) + p_i^2 \cdot (-3 \cdot N^2 + 4 \cdot N - 1)) = 9 \cdot N^2 - 9 \cdot N + 3/2 - 3 \cdot N^2 + 4 \cdot N - 1 = 6 \cdot N^2 - 5 \cdot N + 1/2
\end{cases}
\]

\[\left[ \sum_{i=1}^{N} p_i^2 \right]_{q+1} - \left[ \sum_{i=1}^{N} p_i^2 \right]_q = 6 \cdot q^2 + (11 - 12 \cdot N) \cdot q + 6 \cdot N^2 - 11 \cdot N + 5\]

Where:

\[\left[ \sum_{i=1}^{N} p_i \right]_q = \frac{-q^2 - (1 - 2 \cdot N) \cdot q + 2 \cdot N \cdot (N - 1)}{2}\]

\[\left( \sum_{i=1}^{N} p_i \right)_q^2 = \frac{1}{4} \left\{ q^4 + 2 \cdot (1 - 2 \cdot N) \cdot q^3 + q^2 - 4 \cdot (1 - 2 \cdot N) \cdot N \cdot (N - 1) \cdot q + 4 \cdot N^2 \cdot (N - 1)^2 \right\}\]

\[\left[ \sum_{i=1}^{N} p_i^2 \right]_q = 2 \cdot q^3 + \left( -6 \cdot N + \frac{5}{2} \right) \cdot q^2 + \left( 6 \cdot N^2 - 5 \cdot N + \frac{1}{2} \right) \cdot q + N \cdot (N - 1)^2\]

**Third step.** From this recurrence, we can obtain the maximum by identifying the \(q^*\) that verifies the inequality \([\sum_{i=1}^{N} s_i^2]_{q+1} < [\sum_{i=1}^{N} s_i^2]_q\). We are seeking the value of \(q\) that complies:

\[\left[ \sum_{i=1}^{N} s_i^2 \right]_{q+1} < \left[ \sum_{i=1}^{N} s_i^2 \right]_q \quad \text{eq.to} \quad \frac{[\sum_{i=1}^{N} p_i^2]_{q+1}}{[\sum_{i=1}^{N} p_i^2]_q} < 1\]

By applying the expressions of recurrence we obtain:
\[
1 > \frac{[\Sigma_{i=1}^{N} p_i^2]_{q+1}}{[\Sigma_{i=1}^{N} p_i^2]_{q}}
\]

\[
= \frac{[\Sigma_{i=1}^{N} p_i^2]_{q} + 6 \cdot q^2 + (11 - 12 \cdot N) \cdot q + 6 \cdot N^2 - 11 \cdot N + 5}{[\Sigma_{i=1}^{N} p_i^2]_{q}}
\]

\[
= \frac{[\Sigma_{i=1}^{N} p_i^2]_{q} + 6 \cdot q^2 + (11 - 12 \cdot N) \cdot q + 6 \cdot N^2 - 11 \cdot N + 5}{[\Sigma_{i=1}^{N} p_i^2]_{q}}
\]

which are equivalent to:

\[
q^3 - 3 \cdot (N - 1) \cdot q^2 - 3 \cdot (N - 1) \cdot q + (N - 1)^2 \cdot (2 \cdot N + 1) > \frac{6 \cdot q^2 + (11 - 12 \cdot N) \cdot q + 6 \cdot N^2 - 11 \cdot N + 5}{[\Sigma_{i=1}^{N} p_i^2]_{q}}
\]

**Fourth step.** We redefine inequality, so that the critical value of \(q\) is obtained when:

\[
\frac{1}{4} \left( q^4 + 2 \cdot (1 - 2 \cdot N) \cdot q^3 + q^2 - 4 \cdot (1 - 2 \cdot N) \cdot N \cdot (N - 1) \cdot q + 4 \cdot N^2 \cdot (N - 1)^2 \right)
\]

\[
> \frac{(q - (N - 1)) \cdot [6 \cdot q - 6 \cdot N + 5]}{2 \cdot q^3 + \left( -6 \cdot N + \frac{5}{2} \right) \cdot q^2 + \left( 6 \cdot N^2 - 5 \cdot N + \frac{1}{2} \right) \cdot q + N \cdot (N^2 - 2 \cdot N + 1)}
\]

Simplifying:
\[(q - (N - 1)) \cdot \left[ 2 \cdot q^5 + \left( -10 \cdot N + \frac{13}{2} \right) q^4 + \left( 14 \cdot N^2 - 20 \cdot N + \frac{15}{2} \right) q^3 \\
+ \left( N^3 + 9 \cdot N^2 - \frac{27}{2} \cdot N + \frac{7}{2} \right) q^2 \\
+ \left( -14 \cdot N^4 + 22 \cdot N^3 - 6 \cdot N^2 - \frac{5}{2} \cdot N + \frac{1}{2} \right) \cdot q - N \\
\cdot (2 \cdot N^4 - 5 \cdot N^3 + 3 \cdot N^2 + N - 1) \right] \\
> \frac{(q - (N - 1))}{4} \left[ 6 \cdot q^5 + (-30 \cdot N + 17) q^4 \\
+ (24 \cdot N^2 - 32 \cdot N + 16) q^3 + (48 \cdot N^3 - 72 \cdot N^2 + 18 \cdot N + 5) q^2 + 4 \\
\cdot (-6 \cdot N^4 + 16 \cdot N^3 - 15 \cdot N^2 + 5 \cdot N) \cdot q + N^2 \\
\cdot (-6 \cdot N^3 + 17 \cdot N^2 - 16 \cdot N + 5) \right] \\
\] 

By operating inequality, the resulting polynomial would be:

\[0 > \left[ \frac{1}{2} \cdot q^5 + \left( \frac{5}{2} \cdot N - \frac{9}{4} \right) \cdot q^4 + \left( -8 \cdot N^2 + 12 \cdot N - \frac{7}{2} \right) \cdot q^3 \\
+ \left( 11 \cdot N^3 - 27 \cdot N^2 + 18 \cdot N - \frac{9}{4} \right) \cdot q^2 \\
+ \left( 8 \cdot N^4 - 6 \cdot N^3 - 9 \cdot N^2 + \frac{15}{2} \cdot N - \frac{1}{2} \right) \cdot q - 4 \cdot N^5 + 12 \cdot N^4 - 13 \cdot N^3 + 6 \cdot N^2 - N \right] \]